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Principal	component	analysis	This	tutorial	describes	how	you	can	perform	principal	component	analysis	with	PRAAT.	Principal	component	analysis	(PCA)	involves	a	mathematical	procedure	that	transforms	a	number	of	(possibly)	correlated	variables	into	a	(smaller)	number	of	uncorrelated	variables	called	principal	components.	The	first	principal
component	accounts	for	as	much	of	the	variability	in	the	data	as	possible,	and	each	succeeding	component	accounts	for	as	much	of	the	remaining	variability	as	possible.	1.	Objectives	of	principal	component	analysis		To	discover	or	to	reduce	the	dimensionality	of	the	data	set.		To	identify	new	meaningful	underlying	variables.	2.	How	to	start	We	assume
that	the	multi-dimensional	data	have	been	collected	in	a	TableOfReal	data	matrix,	in	which	the	rows	are	associated	with	the	cases	and	the	columns	with	the	variables.	The	TableOfReal	is	therefore	interpreted	as	numberOfRows	data	vectors,	each	data	vector	has	numberofColumns	elements.	Traditionally,	principal	component	analysis	is	performed	on
the	Covariance	matrix	or	on	the	Correlation	matrix.	These	matrices	can	be	calculated	from	the	data	matrix.	The	covariance	matrix	contains	scaled	sums	of	squares	and	cross	products.	A	correlation	matrix	is	like	a	covariance	matrix	but	first	the	variables,	i.e.	the	columns,	have	been	standardized.	We	will	have	to	standardize	the	data	first	if	the
variances	of	variables	differ	much,	or	if	the	units	of	measurement	of	the	variables	differ.	You	can	standardize	the	data	in	the	TableOfReal	by	choosing	Standardize	columns.	To	perform	the	analysis,	we	select	the	TabelOfReal	data	matrix	in	the	list	of	objects	and	choose	To	PCA.	This	will	result	in	a	new	PCA	object	in	the	list	of	objects.	We	can	now	make
a	scree	plot	of	the	eigenvalues,	Draw	eigenvalues...	to	get	an	indication	of	the	importance	of	each	eigenvalue.	The	exact	contribution	of	each	eigenvalue	(or	a	range	of	eigenvalues)	to	the	"explained	variance"	can	also	be	queried:	Get	fraction	variance	accounted	for....	You	might	also	check	for	the	equality	of	a	number	of	eigenvalues:	Get	equality	of
eigenvalues....	3.	Determining	the	number	of	components	to	keep	There	are	two	methods	to	help	you	to	choose	the	number	of	components	to	keep.	Both	methods	are	based	on	relations	between	the	eigenvalues.		Plot	the	eigenvalues,	Draw	eigenvalues....	If	the	points	on	the	graph	tend	to	level	out	(show	an	"elbow"),	these	eigenvalues	are	usually	close
enough	to	zero	that	they	can	be	ignored.		Limit	the	number	of	components	to	that	number	that	accounts	for	a	certain	fraction	of	the	total	variance.	For	example,	if	you	are	satisfied	with	95%	of	the	total	variance	explained,	then	use	the	number	you	get	by	the	query	Get	number	of	components	(VAF)...	0.95.	4.	Getting	the	principal	components	Principal
components	are	obtained	by	projecting	the	multivariate	datavectors	on	the	space	spanned	by	the	eigenvectors.	This	can	be	done	in	two	ways:	1.	Directly	from	the	TableOfReal	without	first	forming	a	PCA	object:	To	Configuration	(pca)....	You	can	then	draw	the	Configuration	or	display	its	numbers.	2.	Select	a	PCA	and	a	TableOfReal	object	together	and
choose	To	Configuration....	In	this	way	you	project	the	TableOfReal	onto	the	PCA's	eigenspace.	5.	Mathematical	background	on	principal	component	analysis	The	mathematical	technique	used	in	PCA	is	called	eigen	analysis:	we	solve	for	the	eigenvalues	and	eigenvectors	of	a	square	symmetric	matrix	with	sums	of	squares	and	cross	products.	The
eigenvector	associated	with	the	largest	eigenvalue	has	the	same	direction	as	the	first	principal	component.	The	eigenvector	associated	with	the	second	largest	eigenvalue	determines	the	direction	of	the	second	principal	component.	The	sum	of	the	eigenvalues	equals	the	trace	of	the	square	matrix	and	the	maximum	number	of	eigenvectors	equals	the
number	of	rows	(or	columns)	of	this	matrix.	6.	Algorithms	If	our	starting	point	happens	to	be	a	symmetric	matrix	like	the	covariance	matrix,	we	solve	for	the	eigenvalue	and	eigenvectors	by	first	performing	a	Householder	reduction	to	tridiagonal	form,	followed	by	the	QL	algorithm	with	implicit	shifts.	If,	conversely,	our	starting	point	is	the	data	matrix
A	,	we	do	not	have	to	form	explicitly	the	matrix	with	sums	of	squares	and	cross	products,	A′A.	Instead,	we	proceed	by	a	numerically	more	stable	method,	and	form	the	singular	value	decomposition	of	A,	U	D	V′.	The	matrix	V	then	contains	the	eigenvectors,	and	the	squared	diagonal	elements	of	D	contain	the	eigenvalues.	Links	to	this	page	©	djmw,
February	22,	2016	Do	you	navigate	arXiv	using	a	screen	reader	or	other	assistive	technology?	Are	you	a	professor	who	helps	students	do	so?	We	want	to	hear	from	you.	Please	consider	signing	up	to	share	your	insights	as	we	work	to	make	arXiv	even	more	open.	The	purpose	of	this	post	is	to	provide	a	complete	and	simplified	explanation	of	Principal
Component	Analysis	(PCA).	We'll	cover	how	it	works	step	by	step,	so	everyone	can	understand	it	and	make	use	of	it,	even	those	without	a	strong	mathematical	background.PCA	is	a	widely	covered	method	on	the	web,	and	there	are	some	great	articles	about	it,	but	many	spend	too	much	time	in	the	weeds	on	the	topic,	when	most	of	us	just	want	to	know
how	it	works	in	a	simplified	way.	Principal	component	analysis	can	be	broken	down	into	five	steps.	I'll	go	through	each	step,	providing	logical	explanations	of	what	PCA	is	doing	and	simplifying	mathematical	concepts	such	as	standardization,	covariance,	eigenvectors	and	eigenvalues	without	focusing	on	how	to	compute	them.Standardize	the	range	of
continuous	initial	variablesCompute	the	covariance	matrix	to	identify	correlationsCompute	the	eigenvectors	and	eigenvalues	of	the	covariance	matrix	to	identify	the	principal	componentsCreate	a	feature	vector	to	decide	which	principal	components	to	keepRecast	the	data	along	the	principal	components	axesFirst,	some	basic	(and	brief)	background	is
necessary	for	context.	An	overview	of	principal	component	analysis	(PCA)Principal	Component	Analysis,	or	PCA,	is	a	dimensionality-reduction	method	that	is	often	used	to	reduce	the	dimensionality	of	large	data	sets,	by	transforming	a	large	set	of	variables	into	a	smaller	one	that	still	contains	most	of	the	information	in	the	large	set.Reducing	the
number	of	variables	of	a	data	set	naturally	comes	at	the	expense	of	accuracy,	but	the	trick	in	dimensionality	reduction	is	to	trade	a	little	accuracy	for	simplicity.	Because	smaller	data	sets	are	easier	to	explore	and	visualize	and	make	analyzing	data	much	easier	and	faster	for	machine	learning	algorithms	without	extraneous	variables	to	process.So	to
sum	up,	the	idea	of	PCA	is	simple	—	reduce	the	number	of	variables	of	a	data	set,	while	preserving	as	much	information	as	possible.Step	by	Step	Explanation	of	PCAStep	1:	StandardizationThe	aim	of	this	step	is	to	standardize	the	range	of	the	continuous	initial	variables	so	that	each	one	of	them	contributes	equally	to	the	analysis.More	specifically,	the
reason	why	it	is	critical	to	perform	standardization	prior	to	PCA,	is	that	the	latter	is	quite	sensitive	regarding	the	variances	of	the	initial	variables.	That	is,	if	there	are	large	differences	between	the	ranges	of	initial	variables,	those	variables	with	larger	ranges	will	dominate	over	those	with	small	ranges	(For	example,	a	variable	that	ranges	between	0
and	100	will	dominate	over	a	variable	that	ranges	between	0	and	1),	which	will	lead	to	biased	results.	So,	transforming	the	data	to	comparable	scales	can	prevent	this	problem.Mathematically,	this	can	be	done	by	subtracting	the	mean	and	dividing	by	the	standard	deviation	for	each	value	of	each	variable.Once	the	standardization	is	done,	all	the
variables	will	be	transformed	to	the	same	scale.Step	2:	Covariance	Matrix	computationThe	aim	of	this	step	is	to	understand	how	the	variables	of	the	input	data	set	are	varying	from	the	mean	with	respect	to	each	other,	or	in	other	words,	to	see	if	there	is	any	relationship	between	them.	Because	sometimes,	variables	are	highly	correlated	in	such	a	way
that	they	contain	redundant	information.	So,	in	order	to	identify	these	correlations,	we	compute	the	covariance	matrix.The	covariance	matrix	is	a	p	×	p	symmetric	matrix	(where	p	is	the	number	of	dimensions)	that	has	as	entries	the	covariances	associated	with	all	possible	pairs	of	the	initial	variables.	For	example,	for	a	3-dimensional	data	set	with	3
variables	x,	y,	and	z,	the	covariance	matrix	is	a	3×3	matrix	of	this	from:Covariance	Matrix	for	3-Dimensional	DataSince	the	covariance	of	a	variable	with	itself	is	its	variance	(Cov(a,a)=Var(a)),	in	the	main	diagonal	(Top	left	to	bottom	right)	we	actually	have	the	variances	of	each	initial	variable.	And	since	the	covariance	is	commutative
(Cov(a,b)=Cov(b,a)),	the	entries	of	the	covariance	matrix	are	symmetric	with	respect	to	the	main	diagonal,	which	means	that	the	upper	and	the	lower	triangular	portions	are	equal.What	do	the	covariances	that	we	have	as	entries	of	the	matrix	tell	us	about	the	correlations	between	the	variables?It’s	actually	the	sign	of	the	covariance	that	matters	:if
positive	then	:	the	two	variables	increase	or	decrease	together	(correlated)if	negative	then	:	One	increases	when	the	other	decreases	(Inversely	correlated)Now	that	we	know	that	the	covariance	matrix	is	not	more	than	a	table	that	summarizes	the	correlations	between	all	the	possible	pairs	of	variables,	let’s	move	to	the	next	step.Step	3:	Compute	the
eigenvectors	and	eigenvalues	of	the	covariance	matrix	to	identify	the	principal	componentsEigenvectors	and	eigenvalues	are	the	linear	algebra	concepts	that	we	need	to	compute	from	the	covariance	matrix	in	order	to	determine	the	principal	components	of	the	data.	Before	getting	to	the	explanation	of	these	concepts,	let’s	first	understand	what	do	we
mean	by	principal	components.Principal	components	are	new	variables	that	are	constructed	as	linear	combinations	or	mixtures	of	the	initial	variables.	These	combinations	are	done	in	such	a	way	that	the	new	variables	(i.e.,	principal	components)	are	uncorrelated	and	most	of	the	information	within	the	initial	variables	is	squeezed	or	compressed	into
the	first	components.	So,	the	idea	is	10-dimensional	data	gives	you	10	principal	components,	but	PCA	tries	to	put	maximum	possible	information	in	the	first	component,	then	maximum	remaining	information	in	the	second	and	so	on,	until	having	something	like	shown	in	the	scree	plot	below.Percentage	of	Variance	(Information)	for	each	by
PCOrganizing	information	in	principal	components	this	way,	will	allow	you	to	reduce	dimensionality	without	losing	much	information,	and	this	by	discarding	the	components	with	low	information	and	considering	the	remaining	components	as	your	new	variables.An	important	thing	to	realize	here	is	that	the	principal	components	are	less	interpretable
and	don’t	have	any	real	meaning	since	they	are	constructed	as	linear	combinations	of	the	initial	variables.Geometrically	speaking,	principal	components	represent	the	directions	of	the	data	that	explain	a	maximal	amount	of	variance,	that	is	to	say,	the	lines	that	capture	most	information	of	the	data.	The	relationship	between	variance	and	information
here,	is	that,	the	larger	the	variance	carried	by	a	line,	the	larger	the	dispersion	of	the	data	points	along	it,	and	the	larger	the	dispersion	along	a	line,	the	more	the	information	it	has.	To	put	all	this	simply,	just	think	of	principal	components	as	new	axes	that	provide	the	best	angle	to	see	and	evaluate	the	data,	so	that	the	differences	between	the
observations	are	better	visible.Hiring	NowView	All	Remote	Data	Science	JobsHow	PCA	Constructs	the	Principal	ComponentsAs	there	are	as	many	principal	components	as	there	are	variables	in	the	data,	principal	components	are	constructed	in	such	a	manner	that	the	first	principal	component	accounts	for	the	largest	possible	variance	in	the	data	set.
For	example,	let’s	assume	that	the	scatter	plot	of	our	data	set	is	as	shown	below,	can	we	guess	the	first	principal	component	?	Yes,	it’s	approximately	the	line	that	matches	the	purple	marks	because	it	goes	through	the	origin	and	it’s	the	line	in	which	the	projection	of	the	points	(red	dots)	is	the	most	spread	out.	Or	mathematically	speaking,	it’s	the	line
that	maximizes	the	variance	(the	average	of	the	squared	distances	from	the	projected	points	(red	dots)	to	the	origin).The	second	principal	component	is	calculated	in	the	same	way,	with	the	condition	that	it	is	uncorrelated	with	(i.e.,	perpendicular	to)	the	first	principal	component	and	that	it	accounts	for	the	next	highest	variance.This	continues	until	a
total	of	p	principal	components	have	been	calculated,	equal	to	the	original	number	of	variables.Now	that	we	understand	what	we	mean	by	principal	components,	let’s	go	back	to	eigenvectors	and	eigenvalues.	What	you	first	need	to	know	about	them	is	that	they	always	come	in	pairs,	so	that	every	eigenvector	has	an	eigenvalue.	And	their	number	is
equal	to	the	number	of	dimensions	of	the	data.	For	example,	for	a	3-dimensional	data	set,	there	are	3	variables,	therefore	there	are	3	eigenvectors	with	3	corresponding	eigenvalues.Without	further	ado,	it	is	eigenvectors	and	eigenvalues	who	are	behind	all	the	magic	explained	above,	because	the	eigenvectors	of	the	Covariance	matrix	are
actually	the	directions	of	the	axes	where	there	is	the	most	variance(most	information)	and	that	we	call	Principal	Components.	And	eigenvalues	are	simply	the	coefficients	attached	to	eigenvectors,	which	give	the	amount	of	variance	carried	in	each	Principal	Component.By	ranking	your	eigenvectors	in	order	of	their	eigenvalues,	highest	to	lowest,	you
get	the	principal	components	in	order	of	significance.Example:Let’s	suppose	that	our	data	set	is	2-dimensional	with	2	variables	x,y	and	that	the	eigenvectors	and	eigenvalues	of	the	covariance	matrix	are	as	follows:If	we	rank	the	eigenvalues	in	descending	order,	we	get	λ1>λ2,	which	means	that	the	eigenvector	that	corresponds	to	the	first	principal
component	(PC1)	is	v1	and	the	one	that	corresponds	to	the	second	component	(PC2)	isv2.After	having	the	principal	components,	to	compute	the	percentage	of	variance	(information)	accounted	for	by	each	component,	we	divide	the	eigenvalue	of	each	component	by	the	sum	of	eigenvalues.	If	we	apply	this	on	the	example	above,	we	find	that	PC1	and
PC2	carry	respectively	96%	and	4%	of	the	variance	of	the	data.Step	4:	Feature	VectorAs	we	saw	in	the	previous	step,	computing	the	eigenvectors	and	ordering	them	by	their	eigenvalues	in	descending	order,	allow	us	to	find	the	principal	components	in	order	of	significance.	In	this	step,	what	we	do	is,	to	choose	whether	to	keep	all	these	components	or
discard	those	of	lesser	significance	(of	low	eigenvalues),	and	form	with	the	remaining	ones	a	matrix	of	vectors	that	we	call	Feature	vector.So,	the	feature	vector	is	simply	a	matrix	that	has	as	columns	the	eigenvectors	of	the	components	that	we	decide	to	keep.	This	makes	it	the	first	step	towards	dimensionality	reduction,	because	if	we	choose	to	keep
only	p	eigenvectors	(components)	out	of	n,	the	final	data	set	will	have	only	p	dimensions.Example:Continuing	with	the	example	from	the	previous	step,	we	can	either	form	a	feature	vector	with	both	of	the	eigenvectors	v1	and	v2:Or	discard	the	eigenvector	v2,	which	is	the	one	of	lesser	significance,	and	form	a	feature	vector	with	v1	only:Discarding	the
eigenvector	v2	will	reduce	dimensionality	by	1,	and	will	consequently	cause	a	loss	of	information	in	the	final	data	set.	But	given	that	v2	was	carrying	only	4%	of	the	information,	the	loss	will	be	therefore	not	important	and	we	will	still	have	96%	of	the	information	that	is	carried	by	v1.So,	as	we	saw	in	the	example,	it’s	up	to	you	to	choose	whether	to
keep	all	the	components	or	discard	the	ones	of	lesser	significance,	depending	on	what	you	are	looking	for.	Because	if	you	just	want	to	describe	your	data	in	terms	of	new	variables	(principal	components)	that	are	uncorrelated	without	seeking	to	reduce	dimensionality,	leaving	out	lesser	significant	components	is	not	needed.Last	Step:	Recast	the	Data
Along	the	Principal	Components	AxesIn	the	previous	steps,	apart	from	standardization,	you	do	not	make	any	changes	on	the	data,	you	just	select	the	principal	components	and	form	the	feature	vector,	but	the	input	data	set	remains	always	in	terms	of	the	original	axes	(i.e,	in	terms	of	the	initial	variables).In	this	step,	which	is	the	last	one,	the	aim	is	to
use	the	feature	vector	formed	using	the	eigenvectors	of	the	covariance	matrix,	to	reorient	the	data	from	the	original	axes	to	the	ones	represented	by	the	principal	components	(hence	the	name	Principal	Components	Analysis).	This	can	be	done	by	multiplying	the	transpose	of	the	original	data	set	by	the	transpose	of	the	feature	vector.References:
[Steven	M.	Holland,	Univ.	of	Georgia]:	Principal	Components	Analysis[skymind.ai]:	Eigenvectors,	Eigenvalues,	PCA,	Covariance	and	Entropy[Lindsay	I.	Smith]	:	A	tutorial	on	Principal	Component	Analysis
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